Prediction of COVID-19 severity from clinical and biochemical markers: a single-center study from Saudi Arabia
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Abstract. – OBJECTIVE: It is known that the severity of COVID-19 is linked to the prognosis of patients; therefore, an early identification is required for patients who are likely to develop severe or critical COVID-19 disease. The purpose of this study is to propose a statistical method for identifying the severity of COVID-19 disease by using clinical and biochemical laboratory markers.

PATIENTS AND METHODS: A total of 48 clinically and laboratory-confirmed cases of COVID-19 were obtained from King Fahad Hospital, Medina (KFHM) between 27th April 2020 to 25th May 2020. The patients’ demographics and severity of COVID-19 disease were assessed using 39 clinical and biochemical features. After excluding the demographics, 35 predicting features were included in the analysis (diabetes, chronic disease, viral and bacterial co-infections, PCR cycle number, ICU admission, clot formation, cardiac enzymes elevation, hematoglogy profile, sugar levels in the blood, as well as liver and kidney tests, etc.). Logistic regression, stepwise logistic regression, L-2 logistic regression, L-2 stepwise logistic regression, and L-2 best subset logistic regression were applied to model the features. The consistency index was used with kernel Support-Vector Machines (SVM) for the identification of associated markers.

RESULTS: L-2 best subset logistic regression technique outperformed all other fitted models for modeling COVID-19 disease severity by achieving an accuracy of 88% over the test data. Consistency index over L-2 best subset logistic regression identified 14 associated markers that can best predict the COVID-19 severity among COVID-19 patients.

CONCLUSIONS: By combining a variety of laboratory markers with L-2 best subset logistic regression, the current study has proposed a highly accurate and clinically interpretable model of predicting COVID-19 severity.

Key Words: Severity, Logistic regression, L2 Norm, COVID-19, Supervised learning, Saudi Arabia.

Introduction

Globally, by June 2021, there were approximately 176 million confirmed COVID-19 infections with over 3.8 million reported deaths. In Saudi Arabia, more than 464 thousand confirmed cases were reported along with approximately 7.6 thousand deaths, https://www.worldometers.info/coronavirus.

The missed COVID-19 diagnosis may cause a delay in providing the necessary therapeutic treatment, thus increasing the likelihood of a bad...
outcome. On the other hand, the treatment of a severe or critically ill COVID-19 patient necessitates the use of extensive medical resources; in this case, multiple misdiagnoses will only exhaust those resources and exacerbate the medical burden. As a result, early identification of individuals at risk of developing severe COVID-19 infection is crucial for the clinical management and epidemic control.

People over the age of 65 years, as well as those with pre-existing medical issues such as diabetes, heart disease, and asthma, tend to be more sensitive to falling extremely unwell with the COVID-19 virus. When individuals with diabetes get a viral infection, it might be more difficult to treat the infection because of fluctuations in blood glucose and, perhaps, due to the existence of diabetes associated complications. This explains that complications have been observed in COVID-19 patients with diabetes. Similarly, in Denmark, psychosocial consequences of the COVID-19 pandemic with diabetes were also observed.

One of the key goals of this study is to identify the clinical and biochemical markers that can early predict the patients who are likely to develop severe/critical COVID-19. The effects of different demographics and related factors on COVID-19 severity have been previously investigated. In particular, one study explored the prevalence, pathophysiological causes, and effects of COVID-19 infection on type 2 diabetic patients. The link between COVID-19 severity and diabetes pathology, implying that underlying difficulties or pathologies in individuals may exacerbate infection progression, are reported also in other studies.

For identifying the associated markers, reference to COVID-19 patients through the patient’s history and clinical information logistic regression can be used. To deal with the clinical correlated predictors, the regularized logistic regression provides the potential solution. For regularization in logistic regression, L-2 norm is used, which penalizes the regression coefficients of non-important markers. Again, for identifying the associated markers, stepwise and best subset logistic regression with L-2 norm is suggested. The use of the L-2 norm with stepwise and best subset logistic regression in medical science is an emerging frontier.

The goal of this study is to investigate the COVID-19 severity-related indicators and develop an evaluation model for predicting it among COVID-19 patients by using the stepwise and best subset logistic regression with L-2 norm. With the use of these methods, the tasks can be accomplished with minimal involvement of humans and somehow with more accuracy. This leads us to develop a strong interest in proposing an L-2 norm logistic model that can help in modeling severity among COVID-19 patients in Saudi hospitals. The accuracy of each of the methods was evaluated in this study and is presented in the subsequent sections.

### Patients and Methods

The specimens for the study were obtained retrospectively from a population of 48 people hospitalized at King Fahad Hospital (KFHM), Medina, Saudi Arabia between 27th April 2020 to 25th May 2020. There were 14 critical cases that required ICU hospitalization and 34 were mild cases. Nine patients died (all of them were admitted to the ICU), while the remaining patients survived. Thirteen patients were Saudi citizens, whereas the rest were non-Saudis. The target population was both male and female COVID-19 patients of all ages.

For modelling the severity of COVID-19, several demographic and risk factors comprise the data matrix X. Different variants of logistic regression were used in supervised statistical learning. This
includes the standard logistic regression, stepwise logistic regression, L-2 logistic regression, L-2 stepwise logistic regression, and L-2 best subset logistic regression.

**Logistic Regression**

Logistic regression is a standard statistical discrimination method that assumes that the demographic and risk factors which form the data matrix \( X_{n \times q} \) with \( x = x_1, \ldots, x_q \) can discriminate the response severity, i.e., critical \( y \), by estimating the probability \( p(y = \text{critical}) \) in the log-odds form:

\[
\text{logit}(p) = \log \frac{p(y = \text{Critical})}{1 - p(y = \text{Critical})} = \alpha + \sum_{j=1}^{q} \beta_j x_j
\]

Here \( \alpha \) is the intercept, is the change in severity level \( y \), i.e., critical and mild with respect to per unit change in explanatory marker for \( j = 1, 2, q \) where \( q=39 \), i.e., number of explanatory markers \( X \). The above logit function can be written as:

\[
p(y = \text{Critical}) = \frac{1}{1 + \exp (\alpha + \sum_{j=1}^{q} \beta_j x_j)}
\]

The cost function used in logistic regression is defined as:

\[
j(\beta) = \frac{1}{q} \sum_{j} y \log(p) + (1 - y) \log(1 - p) + \frac{1}{q} \sum_{j} w_j
\]

**L-2 Logistic Regression**

The demographic and clinical markers which construct the explanatory matrix \( X \) are expected to be colinear. In the presence of multicollinearity, the standard logistic regression estimate becomes overfitted. The problem gets worse, especially when the sample size is smaller, which is the case for the current study. To avoid the overfitting, penalized regression is the way forward, where L2 norm, i.e., regularization, is implemented as:

\[
j(\beta) = \frac{1}{q} \sum_{j} y \log(p) + (1 - y) \log(1 - p) + \lambda \sum_{j} w_j
\]

Where is a shrinkage parameter, the regularization term heavily penalizes large . This effect is generally less on smaller , which can be tuned through cross-validation. Larger value of \( \lambda \) will

---

**Table I.** The demographic and clinical characteristics of patients in relation to COVID-19 severity (critical and mild) are summarized. Moreover, the chi-square-based \( p \)-values indicates the significance of respective factors.

<table>
<thead>
<tr>
<th>Demographic variable</th>
<th>All patients N = 48</th>
<th>Critical N = 14 (29%)</th>
<th>Mild N = 34 (71%)</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>1-92</td>
<td>25-74</td>
<td>1-92</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>37 (77%)</td>
<td>11 (30%)</td>
<td>26 (70%)</td>
<td>1.000</td>
</tr>
<tr>
<td>Female</td>
<td>11 (23%)</td>
<td>3 (27%)</td>
<td>8 (73%)</td>
<td></td>
</tr>
<tr>
<td><strong>Saudi</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>13 (27%)</td>
<td>6 (46%)</td>
<td>7 (54%)</td>
<td>0.222</td>
</tr>
<tr>
<td>No</td>
<td>35 (73%)</td>
<td>8 (23%)</td>
<td>27 (77%)</td>
<td></td>
</tr>
<tr>
<td><strong>Co-infection</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>34 (71%)</td>
<td>9 (26%)</td>
<td>25 (74%)</td>
<td>0.771</td>
</tr>
<tr>
<td>No</td>
<td>14 (29%)</td>
<td>5 (36%)</td>
<td>9 (64%)</td>
<td></td>
</tr>
<tr>
<td><strong>Chronic disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>29 (60%)</td>
<td>4 (14%)</td>
<td>25 (86%)</td>
<td>0.010*</td>
</tr>
<tr>
<td>No</td>
<td>19 (40%)</td>
<td>10 (53%)</td>
<td>9 (47%)</td>
<td></td>
</tr>
<tr>
<td><strong>Viral</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>27 (56%)</td>
<td>9 (34%)</td>
<td>18 (66%)</td>
<td>0.689</td>
</tr>
<tr>
<td>No</td>
<td>21 (44%)</td>
<td>5 (24%)</td>
<td>16 (76%)</td>
<td></td>
</tr>
<tr>
<td><strong>Bacterial</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 (35%)</td>
<td>2 (12%)</td>
<td>15 (88%)</td>
<td>0.103</td>
</tr>
<tr>
<td>No</td>
<td>31 (65%)</td>
<td>12 (39%)</td>
<td>19 (61%)</td>
<td></td>
</tr>
<tr>
<td><strong>Diabetes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>26 (54%)</td>
<td>4 (15%)</td>
<td>22 (85%)</td>
<td>0.049*</td>
</tr>
<tr>
<td>No</td>
<td>22 (45%)</td>
<td>10 (45%)</td>
<td>12 (54%)</td>
<td></td>
</tr>
</tbody>
</table>

*Statistically significant at 5% level of significance.
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shrink closer to 0, which might lead to underfitting, and \( \lambda = 0 \) will have no regularization effect.

**Stepwise L-2 Logistic Regression**

L-2 The overfitting effect induced by multicollinearity is resolved via regularized logistic regression, although none of the regression coefficients are set to zero. As a result, it does not offer the associated marker selection. For interpretation, we seek the most relevant demographic and clinically associated markers that are best model for COVID-19 severity. The stepwise strategy is utilized here for associated marker selection, which is based on forward selection followed by backward elimination.

Backward deletion is repeated until only one element remains in the model. The cost-complexity statistic \( C = deviance + cp \times df \), where \( cp \) stands for “complexity parameter” is used to determine which markers to add or remove in each phase. For the Akaike information criterion (AIC) and Bayesian information criterion (BIC), popular values are \( cp = 2 \) and \( cp = \log (\text{sample size}) \), respectively.

**Best subset L-2 Logistic Regression**

To tackle the best subset selection problem, the primal-dual active set (PDAS) methodology is applied. It employs an active set update technique to fit the sub-models using complimentary primal and dual markers. The generalized PDAS approach for logistic regression loss functions with the best subset constraint is employed in this case. The algorithm performs the stages listed below:

1. Set the active set’s cardinality \( k \) and the maximum number of iterations \( mc \). Set \( A \) to be a random \( k \)-subset of \( 1, \ldots, p \) and \( I = A_c \).
2. For \( m = 1, 2, \ldots, m_{\text{max}} \), do.
   - Estimate L-2 logistic regression coefficients \( \beta \).
   - Compute gradient \( gr = \Delta \beta \) and Hessian \( H_s = \text{diag}(\Delta^2 \beta) \).
   - Update \( A = j \), \( \Delta j > \Delta k \).
   - (2.d) Stop if is \( A \) invariant.
3. Output \( A, \beta, \Delta \).

In reality, the subset size \( (k) \) is frequently unknown; hence, it must be determined using data-driven methods such as cross-validation.

**Monte Carlo Validation**

The accuracy of COVID-19 severity models must be validated, which implies how well the COVID-19 severity models will place a new patient into severity level as critical and mild and is defined as:

\[
\text{Accuracy} = \frac{(\text{Number of correct COVID-19 severity})}{(\text{Total number of predictions})}
\]

The severity model runs from 0 to 100 percent, with a high percent indicating that the COVID-19 severity models are desirable. We utilized Monte Carlo validation method to validate COVID-19 severity models, with data separated into training (70\%) and test (30\%). Training data was used to fit the logistic, stepwise logistic, L-2 logistic, L-2 stepwise logistic, and L-2 best subset logistic regression. The tuning parameters were tuned over test data, and model accuracy was computed over both test and training data. Each Monte Carlo run was repeated 100 times.

**Results**

For modelling the COVID-19 severity, 35 predicting features were extracted from 48 patients in this dataset, the demographic and clinical characteristics of patients in relation to COVID-19 severity are summarized in Table I. Notably, two blood profile tests were conducted for each patient. The first blood profile that was conducted at admission is named postfix with ‘1’, while the second one that was conducted after 48 hours is named postfix with ‘2’.

The dataset was then screened for acquisition errors which are common to occur. The errors, traditionally known as outliers, may occur because of data entry typos or related to the sampling procedure. Before applying the proposed models, it is recommended that the outliers are removed from the dataset. In this study, the logistic regression deletion diagnostics\(^{11} \) was used, where Cooks distance \( d_c \) on logistic regression residuals was applied. The samples having Cooks distance \( d_c > 4d_c \) were considered as outliers. The Cooks distance computed from logistic regression residuals is presented in Figure 1. Case No. 38 was identified as outlier, it was deleted from the dataset, resulting in a total of 47 patients.

By using the information from 47 patients and applying Monte Carlo validation, the sample of 30 was used to train the COVID-19 severity model, including logistic, stepwise logistic, L-2 logistic, L-2 stepwise logistic, and L-2 best subset logistic regression. The comparison of the test
and training accuracy of these classifiers is presented in Figure 2. It seemed that all COVID-19 severity models on training data revealed around 100% accuracy. The average test accuracy of logistic regression was about 61% which was the lowest, followed by L-2 logistic with the average test accuracy of about 63%. The stepwise logistic regression average accuracy on test data was around 72%, the L-2 stepwise logistic average accuracy on test data was 80%, and the L-2 best subset logistic regression's average accuracy on test data was about 88%. Hence, the L-2 best subset logistic regression best models the COVID-19 severity. The L-2 best subset logistic regression defines the COVID-19 severity model by the threshold $k$, which defines the associated markers being selected in the model. The threshold reflects which best COVID-19 severity models on test data is marked as optimal. Optimal threshold was extracted in each Monte Carlo run. The optimal threshold and the respective number of selected associated markers against accuracy on test data are presented in Figure 3. The second order response surface is fitted to indicate the overall
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**Figure 1.** The Cook’s Distance computed from logistic regression residuals is plotted against each sample. Outliers having $d_c > 4\bar{d}_c$ are highlighted in red.

![Comparison of training and test accuracy](image2)

**Figure 2.** The comparison of training and test accuracy of severity including logistic, stepwise logistic, L-2 logistic, L-2 stepwise logistic, and L-2 best subset logistic regression is presented.
behavior of the L-2 best subset logistic regression model. This indicates that the best COVID-19 severity models can be achieved with a lower level of threshold, which is closer to 0.001. Moreover, the optimal threshold resulted in 6 variables.

To identify the associated markers, the Monte Carlo simulation was applied. Each of the Monte Carlo runs the list of associated markers, which may vary from iteration to iteration. Hence, we have computed the consistency index, which is simply the count of each variable selected as important. A marker having a consistency index greater than 10% is considered associated\(^2\). The consistency index of the markers is presented in Figure 4.

The associated selected markers at 10% consistency index with COVID-19 severity model includes chronic, glucose, AST, COVID-19 disease severity, age, Saudi nationality, bacterial, RBC1, creatinine, total protein, lymph2, platelet1, CK, and WBC1. However, there are 3 variables that reach 20% consistency index, which are marked as the most important variables that highly affected the COVID-19 patients’ severity index. The distribution of associated markers against COVID-19 severity, i.e., critical and mild, is presented in Figure 5.

Figure 5 indicates, as glucose increases, the chances of being a critically ill COVID-19 patients also increase (odds ratio= 10.4). The average glucose in patients with mild COVID-19 disease is 7.3 mmol/L (SD = 4.5), while the average glucose in critical patients is 13.9 mmol/L (SD= 8.6). In comparison, as AST increases, the chances of being a critically ill COVID-19 patient decrease (odds ratio=0.442). The average AST in patients with COVID-19 disease is 93.7 (SD=160.9), and the average AST in critical patients is 38.8 (SD=17.1). As age increases, the chances of being a critically ill COVID-19 patient also increases (odds ratio=1.21). The average age in mild COVID-19 patients is 47.0 (SD= 20.2), while the average age in critical COVID-19 patients is 53.8 (SD=15.9). As RBC1 increases, the chances of being a critically ill COVID-19 patients also gets higher (odds ratio=10.37). The av-

---

**Figure 3.** The optimal threshold and a respective number of selected associated markers against accuracy on test data are presented. Second order response surface in red color is fitted to indicate the overall behavior of the L-2 best subset logistic regression model.

**Figure 4.** The consistency index of the markers is presented. The markers having index values greater than 10 are considered as associated and are indicated by a green dotted line.
The average RBC1 in mild COVID-19 patient is 4.5 (SD = 0.8) while average RBC1 in critical COVID-19 patient is 4.9 (SD = 1.1). As creatinine increases, the chances of being a critically ill COVID-19 patient decrease (odds ratio=0.987). The average creatinine in mild COVID-19 patients is 139.0 (SD =140.3), while the average creatinine in critical COVID-19 patients is 193.5 (SD= 206.5). As total protein increases, the chances of being a critically ill COVID-19 patients increases as well (odds ratio=3.562). The average total protein in mild COVID-19 patients is 64.3 (SD=8.3), while the average total protein in critical COVID-19 patients is 68.1 (SD=9.3). As lymph2 (lympho-
cytes in the blood) increases, the chances of being a critically ill COVID-19 patients increase as well (odds ratio=1.781). The average lymph2 in mild COVID-19 patients is 1.3 (SD = 0.5) while the average lymph2 in critical COVID-19 patient is 1.1 (SD = 0.7). As platelet 1 increases, the chances of being a critically ill COVID-19 patients also decrease (odds ratio=0.852). The average Platelet1 in mild COVID-19 patients is 241.6 (SD= 101.8), while the average Platelet 1 in critical COVID-19 patients is 221.4 (SD= 137.4). As K increases, the chances of being a critically ill COVID-19 patients decrease (odds ratio=0.271). The average CK in mild COVID-19 patients is 800.8 (SD= 1221.0), while the average CK in critical COVID-19 patients is 247.8 (SD= 346.6). As BCI increases, the chances of being a critically COVID-19 patients also increases (odds ratio=3.641). The average WBC1 in mild COVID-19 patient patients is 10.4 (SD= 5.5), while the average WBC1 in critical COVID-19 patients is 8.5 (SD= 5.9).

Figure 5 also indicates the connection between patients with chronic disease who are infected with COVID-19, it depicts that such patients are more likely to develop severe COVID-19 disease (odds ratio=9.45). Among 14 critical COVID-19 patients, there were 86% who do not suffer from chronic diseases, while 14% suffer from the chronic disease. Results show that Saudi patients are less likely to fall in the category of severe COVID-19 infection. (odds ratio=0.241). The patients who had bacterial infections are less likely to fall in the critical COVID-19 infection category (odds ratio=0.315). Among the critical COVID-19 patients, only 12% of them were infected by bacterial infections.

Discussion

Coronavirus disease 2019 (COVID-19) is an acute respiratory illness that is caused by infection with Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). Unfortunately, COVID-19 infection causes a high rate of hospitalizations, intensive care unit admissions, and deaths. Therefore, identifying patients at the highest risk of developing a severe infection is of utmost importance to start strict treatments and procedures at an early stage and hence reduce the severity of the disease by avoiding devastating consequences. It is well known that COVID-19 infection is associated with lymphopenia, thrombocytopenia, and leukopenia in the case of hospitalized patients\textsuperscript{13,14}. Nonetheless, it has been shown that the clinical course of hospitalized patients may significantly vary from one patient to another, with the most widely reported evidence showing that ICU admission and mortality risk are associated with elevated D-dimer level and a reduced lymphocyte count\textsuperscript{15}. However, despite having approved vaccinations that have dramatically changed the course of the disease, there is still a desperate need for additional routine biomarkers for patient risk stratification in order to tailor interventions and use hospital resources efficiently.

In this connection, the current study has proposed a highly accurate and clinically interpretable model for predicting the COVID-19 severity. We applied logistic regression, stepwise logistic, L-2 logistic, L-2 stepwise logistic, and L-2 best subset logistic with 100 Monte Carlo validation runs. L-2 best subset logistic outperformed other methods by achieving an accuracy of 88%. The baseline characteristics listed in Table I showed that a total number of subjects constituted 48 patients, of whom (29%) had critical COVID-19 infection that required ICU admission while 71% had a mild COVID-19 infection that was treated in a general ward. Males were more predominant in this cohort, being about 77.1%. On the other hand, patients with diabetes constituted 54.2% of this patient population. Patients of Saudi ethnic group constituted 27.1% only, while most of the patients were non-Saudi (72.9%).

As shown in the model from Figure 5, the increase in plasma glucose increased the odds of being in the critical patient category by more than 10-fold (odds ratio= 10.4) and patients in this category had mean plasma glucose of 13.9 mmol/l in the critical category and 7.3 mmol/l in the mild disease category, respectively. Our findings are consistent with many published studies in the literature inside Saudi Arabia\textsuperscript{16,17} and in other parts of the world, all of which showed that both diabetes and high serum glucose levels increased the severity of COVID-19 infections. In our study, the mean glucose value appeared to be positively associated with COVID-19 severity, as previously reported\textsuperscript{18}. COVID-19 severity-related glucose metabolism disorders profoundly affect the morphological structure and physiological functions of erythrocytes, resulting in insufficient microcirculation perfusion, hypoxia, and oxidative stress, promoting the occurrence of critical COVID-19 patient complications and lowering patients’ quality of life\textsuperscript{19}. Given the
importance of erythrocytes in the pathological development of complications, erythrocyte count correlated with the occurrence and progression of these complications. Unexpectedly, the model indicated that lower rather than higher plasma levels of AST were associated with critical COVID-19 infection, with average serum AST 38.8 in the critical COVID-19 infection cases vs. 93.7 in the mild infection group with an odds ratio of 0.442. In contrast, most studies\textsuperscript{20,21} have shown that liver damage and raised liver enzymes, both AST and ALT, were associated with moderate to severe COVID-19 cases admitted to the hospital. Another important factor that appeared to increase the severity of COVID-19 and ICU admission was age, and we replicate a linear relationship that has been consistently reported in most of the published studies. In the current study cohort, the model showed that the mean age of critically ill patients with COVID-19 was 53.8 years vs. 47 years, respectively, with an odds ratio of 1.21. A recent meta-analysis from several European countries showed COVID-19 related deaths and ICU admissions in Europe across different ages. Patients aged less than 40 years old represented about 0.1 and 5% of COVID-19 related deaths and ICU admissions, respectively, whereas those more than 70 years old represented about 85 and 40%, respectively\textsuperscript{22}. Moreover, the model identified a high RBC count proportionally associated with COVID-19 critical infection, with the odds ratio increased by 10.37-fold. RBC is positively associated with the chances of critical COVID-19 patients and is also observed in a study conducted in China\textsuperscript{23}. RBC Adhesion of red blood cells in COVID-19 severity is mediated by the advanced glycation end product receptor\textsuperscript{24}. Few studies have investigated the changes in hematological parameters with COVID-19 severity and reached similar findings. The recent study by Zhu et al\textsuperscript{25}, which systematically investigated the effect of WBC count on mortality, showed that the death risk was associated with the WBC count at admission, although the index was at the normal range, those with higher WBC count patients had a much higher probability of death.

**Conclusions**

By combining a variety of laboratory markers with L-2 best subset logistic regression, the current study has proposed a highly accurate and clinically interpretable model of predicting COVID-19 severity. L-2 Best subset logistic regression has outperformed the other classifiers by achieving an accuracy of 88%. The algorithm also identified 14 significant clinical and biochemical markers that can predict the potential COVID-19 patient to be mild or critically ill. Further larger studies using similar methodology are needed to replicate our findings, which may help physicians dealing with COVID-19 patients in clinical decision making and risk stratification for earlier interventions.
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