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Abstract. – OBJECTIVE: Autism spectrum 
disorder is a group of neurodevelopmental disor-
ders. The disease’s etiology is unclear, and there 
is no specific drug treatment for the core symp-
toms of autism spectrum disease. The study 
aims to explore effective intervention methods 
for children with autism spectrum disorders. 

MATERIALS AND METHODS: This paper 
proposes a visual strategy intervention meth-
od for children with autism spectrum disorders. 
This method combines feature extraction and 
abnormal behavior detection and can use a vi-
sual cue strategy to integrate children into so-
cial groups. Firstly, the spatial-temporal feature 
fusion structure is added to extract behavioral 
features from children, and the spatial informa-
tion contained in MotionNet is fused with tem-
poral features. Optical Flow Feature (OFF) sub-
network is added to the optical flow extraction 
feature network. Each layer feature is input to 
the OFF subnet to extract the time feature fur-
ther. Then, a behavior detection method based 
on the sequential pool is proposed. This method 
combines attention mechanism and clustering 
pool to effectively describe human behavior dy-
namics in the long, redundant video under com-
plex background. Finally, feature extraction and 
behavior detection experiments are carried out 
on SDUFall, Weizmann, and HMDB51 data sets.

RESULTS: The model’s accuracy is still slight-
ly higher than others in that only the video Red-
Green-Blue (RGB) frame is used as input. Com-
pared with OFF, SDUFall can reach 88.64%, and 
HMDB51 can only reach 63.81%. In contrast, the 
proposed model can reach 72.09%, higher than 
others. The descriptor obtained the best result 
of 92.57%, which is 3.64%, 2.58%, and 1.73% 
higher than the other three comparison descrip-
tors. The data show that the method presented 
here is effective and has advantages in detect-
ing children’s abnormal behavior. 

CONCLUSIONS: This method and visual inter-
vention for children with autism spectrum disor-
ders can help them to overcome social barriers.
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Introduction

Autism Spectrum Disorder (ASD), also known 
as autism, is one of the most common and serious 
developmental disorders in children with social 
interaction disorders, narrow interests and stereo-
typed behaviors, and varying degrees of psychiatric 
problems, such as attention deficit, hyperactivity, 
sleep disorders, disruptive and impulsive behavior 
control disorders, and obsessive-compulsive disor-
der, which usually appear in early childhood. These 
deficits usually appear in early childhood develop-
ment and can affect patients throughout their lives. 
In recent years, the prevalence of autism has been 
increasing significantly, from 13.4/1,000 in 2010 to 
15.3/1,000 in 2012 and 17.0/1,000 in 2014, and has 
become a severe public health problem worldwide. 
The second national sample survey of people with 
disabilities in China found that people with ASD 
accounted for 22.34% of those with mental disabil-
ities aged 2 to 6 years. A recent survey1 showed that 
the prevalence of autism in China was 1%. Accord-
ing to the survey, the risk of death of autistic pa-
tients is 2.8 times higher than that of patients with 
other diseases of the same sex and age. 45% of 
autistic patients have intellectual disabilities, 32% 
have degenerative symptoms, and more than 70% 
of autistic patients have psychiatric and psycho-
logical problems of different degrees. They have a 
poor prognosis regarding education, employment, 
and self-care and require long-term parental care.

The key to the treatment of autism is early 
detection, diagnosis, and intervention. There is 
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growing evidence that interventions starting at 
the age of 2-4 years are more effective than in-
terventions after the age of 4 years and that ap-
propriate interventions at an early age can re-
duce or even prevent the development of serious 
behavioral problems in children later in life2. To 
date, the etiology of ASD remains an unanswered 
question worldwide. There is a consensus that 
patients with ASD exhibit a variety of develop-
mental disorders, primarily due to biological fac-
tors in the brain. These factors include genetic 
factors, maternal and perinatal biological factors, 
infectious factors, immune factors, structural or 
functional brain abnormalities, neuroendocrine 
and neurotransmitter factors, other physiologi-
cal factors, and psychosocial factors3. Although 
the specific etiology is unclear, literature on the 
subject proposes ASD as a neurodevelopmental 
disorder through the extensive neuropathological 
and physiological aspects performed, combined 
with imaging.

Currently, there is no specific systematic clinical 
treatment for ASD. The international treatment for 
ASD includes behavior modification, special edu-
cation training and medication, and comprehensive 
treatment. However, medication cannot shorten the 
whole course of the disease, and its primary pur-
pose is to control and improve the child’s clinical 
symptoms. Meanwhile, behavior modification and 
education training mainly target the social-emo-
tional disorder of the child. However, effective re-

habilitation training can significantly improve the 
symptoms and self-care ability of children with 
ASD4. The mainstream rehabilitation training for 
children with ASD is shown in Figure 1. It in-
cludes: 1) behavior analysis therapy; 2) music ther-
apy; 3) structured education therapy; 4) conductive 
education therapy; 5) interpersonal and develop-
mental intervention therapy; 6) picture exchange 
communication therapy; 7) pharmacy therapy; 8) 
family intervention therapy.

In addition to the problems of effectiveness and 
applicability of theoretical and technical methods, 
future research should focus more on the combi-
nation and joint application of various methods 
in the intervention of children with autism. The 
integration of early educational interventions in 
United States, Hong Kong, Macao, and Taiwan 
medical institutions and general education in the 
family is more in line with the current actual situ-
ation of children with ASD in China5. This model 
is a shift from an early emphasis on the impor-
tance of child-centered institutional education to 
a family-centered concept. Applying family in-
tervention therapy with other therapies has more 
prospects for future applications in rehabilitating 
children with ASD.

Based on the existing intervention therapies for 
children with ASD, some researchers6-9 have en-
hanced them by combining artificial intelligence 
techniques. Deep learning methods have made 
various breakthroughs in behavioral feature ex-

Figure 1. Mainstream treatment methods for children with ASD.
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traction and detection for children with ASD, and 
their speed and accuracy rates are much faster than 
traditional methods. Although IDT (Integrated 
Digital Terminal) and the boosting algorithms have 
achieved quite good results on the video behavior 
recognition task, they require huge computational 
effort10. Therefore, manual features are gradually 
being replaced by neural network features. Deep 
learning-based algorithms mainly use neural net-
works such as two streams, LSTM (Long Short 
Term Memory), and C3D (Convolutional three-di-
mensional), to model the input continuous Red-
Green-Blue (RGB) frames, analyze the behavioral 
features in the video, and classify them based on 
the behavioral features. However, to pursue higher 
classification accuracy, the classification speed of 
the model is often significantly reduced. How to 
improve the feature extraction and behavior clas-
sification models based on deep learning methods, 
enhance the feature extraction speed, and apply 
them to visual strategy interventions for children 
with ASD is the key research direction.

For the existing intervention treatment methods 
for children with ASD, combined with deep learn-
ing, a method is reported to assist visual intervention 
strategies for children with ASD through feature ex-
traction and behavioral detection. First, a new fea-
ture extraction network structure is proposed, which 
uses a neural network for computing optical flow in-
stead of directly using optical flow as input. Spatial 
features are generated by the neural network’s opti-
cal flow computation. Rich spatial-temporal features 
can be obtained by fusing this part of spatial features 
with motion features in the latter part of the tempo-
ral flow. Then, to address the problem of redundant 
frames affecting behavior classification accuracy, a 
trajectory attention map without network training is 
proposed. Based on this an order pool is added to 
construct a descriptor, which can effectively locate 
the motion target region in the video, and it is robust 
to the surrounding environment changes. It is exper-
imentally verified that the proposed method can de-
tect abnormal behaviors in children with ASD and 
provide a reference for visual strategy intervention 
treatment methods.

Materials and Methods

Current Status of the Application 
of Artificial Intelligence Technology 
in the Treatment of Children with ASD

Artificial intelligence technology is a newly ap-
plied technology to the developmental-behavioral 

rehabilitation and care of children with autism 
spectrum disorders. It has good applicability in 
improving children’s developmental behavior and 
enhancing their quality of survival while improv-
ing the level of care and reducing the burden on 
caregivers11. This review provides a comprehen-
sive analysis of relevant domestic and interna-
tional literature. It summarizes the progress of the 
application of artificial intelligence technology 
in rehabilitating cognitive and social-behavioral 
functions in children with autism spectrum disor-
ders. It provides a reference for better-targeted re-
habilitation and care and has implications for the 
subsequent introduction of artificial intelligence 
technology into clinical rehabilitation.

The number of children with autism spectrum 
disorders continues to increase. The long interven-
tion period and the shortage of nursing specialists 
and rehabilitation teachers have become increas-
ingly prominent and have attracted widespread at-
tention. Children with autism spectrum disorders 
are often afraid to communicate with others or 
cannot understand normal communication time-
ly12. Artificial intelligence technology machines 
with predictability and repeatability make children 
with autism spectrum disorders feel more secure 
than human caregivers and rehabilitators.

Children can gain trust more quickly than 
caregivers and rehabilitators using Artificial In-
telligence (AI) technology products in interven-
tions. Besides, children can follow its guidance 
more efficiently than adults. AI technology ma-
chines are more likely to substantially affect the 
child, as they are more attractive to the child and 
support multi-modal interactions, including ges-
ture, speech, and touch. Further, AI technology 
machines can be used not only as companions but 
also as toys13. They can be programmed to adapt 
to the severity of the child’s autism spectrum dis-
order and unique behaviors according to their spe-
cific needs, thus allowing for individualized care 
and rehabilitation. In addition, the stability of AI 
technology, which is different from that of health 
care professionals and rehabilitators, the durabili-
ty of long-term applications, and the replicability 
of intelligent machines make its application less 
costly and with the same or better rehabilitation 
results14. Additionally, the application of AI tech-
nology allows for the scientific systematization 
and precision of rehabilitation content. It facili-
tates the collection of indicators and data for as-
sessment, clinical feedback, or research, which is 
very important for developing research in autism 
spectrum disorders.
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AI-based robots and related devices provide 
a relatively simplified environment for children 
with autism spectrum disorders. They can gradu-
ally increase the complexity of cognitive changes 
and social behaviors children must face. Although 
domestic AI technologies are developing rapidly 
and approaching world leadership, and research 
on the application of robotic interventions for chil-
dren with autism spectrum disorders is emerging 
one after another, research related to the original 
design of medically intelligent machines for use 
with children with autism is still relatively re-
cent15. There is a wide variety of AI technology 
applications abroad, often applying different AI 
machines for different rehabilitation purposes.

However, there are still some problems in apply-
ing AI technology in rehabilitation. Most studies16,17 
have not systematically evaluated the generalizabil-
ity of AI technology applied to the rehabilitation 
of autism spectrum disorders, and most studies18,19 
have small sample sizes, which are expected to be 
verified by more studies in the future. It is worth 
noting that the ultimate goal of rehabilitation is the 
increased ability of children with autism spectrum 
disorders to interact in social settings, not just lim-
ited to communication with intelligent machines.

Current Status of Research on Feature 
Extraction Based on Deep Learning

Generally speaking, the design goals of feature 
extraction usually include ignoring redundant in-
formation in the image and recording the required 
necessary information. Usually, such a descrip-
tion can be a mathematical representation such as 
a scalar, vector, or matrix. In this process, the key 
point is the extreme value point located, and the 
computed description vector is the feature.

The pixel points with unique characteristics 
such as large gradient, curvature, and brightness 
variation are called key points, also known as “fea-
ture points” and “interest points”; the descriptive 
expressions extracted from the area near the key 
points are called key points The features of the key 
points are also called “descriptors”. The key points 
are designed to be robust to changes in brightness, 
rotation, and observation points and are designed 
to be consistently detected when changes occur in 
the scene20. Descriptors are specific codes gener-
ated based on the contextual environment (images 
within a neighborhood window) of the key points 
for key point discrimination. Without key points 
features, key points cannot be recognized.

The significant progress in this field has also 
set off a research boom in deep learning because 

deep neural network models trained using deep 
learning theory and large datasets have the strong 
expressive power to extract more abstract and es-
sential features from the original input data, thus 
facilitating the solution of problems in areas such 
as image recognition21.

Research22 on key point detection methods has 
focused on finding more unique and discriminative 
image locations. Machine learning-based key point 
detection methods started early and have been intro-
duced for different purposes in different methods, 
thus giving rise to various detection strategies. Im-
mediately after that, some researchers proposed ma-
chine learning-based edge detection methods that 
were successfully applied. A robust key point de-
tection algorithm based on segmented linear convo-
lution was presented. The detection results showed 
that the learning-based key point detection method 
could achieve better results than the previous detec-
tion methods and has good invariance to light and 
seasonal changes23. Recently, another researcher24 
proposed a method combining key point detection 
and feature descriptors and introduced a multi-scale 
convolutional structure into the detection model. 
The feature descriptor aims to provide a discrim-
inative representation of the target image block, 
which should be robust to environmental changes 
such as viewpoint or illumination. Although there 
have been many successful non-machine learning 
methods in this area, these are still hand-designed 
descriptors. Their effectiveness has been surpassed 
by new learning-based methods25. There are many 
types of these learning-based feature extraction 
methods, including unsupervised learning methods 
represented by self-encoders, supervised learning 
methods based on linear discriminant analysis, ge-
netic algorithms, and convex optimization.

Based on this, some researchers26,27 discussed 
and proposed a convolutional network with more 
image-centric regions and got better performance. 
Immediately after, a researcher’s approach28 uses a 
similar architecture and achieves the best results in a 
narrow-baseline stereo-matching task. Meanwhile, 
another researcher29 proposed a compact descriptor 
extraction method to determine similarity based 
on Euclidean distance, using hard-to-score sample 
mining to improve the model’s learning ability. 

Current Status of Research on 
Anomalous Behavior Detection Based 
on Deep Learning

It is almost impossible to draw a boundary 
between abnormal events and normal events be-
cause the same behavior in different scenarios 
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can be an abnormal event or a normal event; a car 
driving on the street is a normal event, while driv-
ing into a sidewalk is an abnormal event; a pedes-
trian running on a sports field is a normal event 
while changing the scenario to running outside a 
bank is an abnormal event30. In practical applica-
tions, the anomalies are unknown in advance, and 
it is impossible to learn models for all anomalous 
behaviors31. Usually, anomalous events are con-
sidered unexpected events which occur less fre-
quently than normal events.

Anomalous behavior detection based on tra-
ditional machine learning generally uses manual 
feature methods to extract behavioral features. 
The key steps of abnormal behavior detection are 
feature extraction and abnormality detection, and 
the result of feature extraction determines the ac-
curacy of abnormal behavior detection. Most pre-
vious anomalous behavior detection uses manual 
feature extraction methods to extract pedestrian 
appearance, motion, spatial, and temporal fea-
tures to achieve anomalous behavior detection32. 
Aceto et al33 analyzed the predictive ability of im-
proved frailty index on pulmonary complications 
after major abdominal surgery in the elderly. The 
study compared and evaluated the respiratory risk 
of surgical patients in Catalonia and the predic-
tive ability of the American sociophysical state 
classification. Gradient histogram as a statistical 
tool is often used to describe appearance fea-
tures. While motion features are currently com-
monly used to extract optical flow features using 
optical flow histograms. With further research, 
spatial and temporal gradients and video spatial 
and temporal blocks have also been proposed to 
consider appearance and motion features34. The 
above manual features are often insufficient to 
characterize the target, so they are often not rec-
ommended for video surveillance scenarios with 
complex scenes.

Deep learning-based abnormal behavior detec-
tion is usually divided into three steps: 1) feature 
extraction, 2) construction of a normal behavior 
model, and 3) identification of abnormal behavior. 
In the training phase, feature extraction can be 
constructed manually or by deep learning meth-
ods to learn the features of normal behaviors in 
the original video clips and train the normal be-
havior model35. In the testing phase, feature infor-
mation is extracted first, and the trained normal 
behavior model is used to classify it to determine 
whether it is an abnormal behavior. Deep learn-
ing-based anomaly detection can be divided into 
three basic frameworks based on whether feature 
extraction and anomaly detection are separated: 
feature extraction based on deep learning, learn-
ing based on normal features, and end-to-end 
anomaly metric learning36. The classification of 
deep learning-based anomalous behavior detec-
tion is shown in Figure 2.

In end-to-end anomaly metric-based learning, 
feature extraction and anomaly detection are ful-
ly unified, and the method uses neural networks to 
directly calculate anomaly scores. The raw data is 
used as input to directly learn and output anomaly 
scores to detect anomalous behavior37. Then, each 
video is represented as a packet, and each video 
clip is an instance in the packet; next, the C3D fea-
tures in the video clip are extracted; finally, a fully 
connected neural network is trained using a new 
ranking loss function that calculates the highest 
scoring instance in the packet to locate anomalies.

Currently, only some articles38,39 studied end-
to-end anomaly metric-based learning methods, 
which have been proposed only in the last two 
years. End-to-end detection uses an unsupervised 
method that can identify anomalous frames from 
a large unlabeled number of videos, solving the 
problem of high data labeling cost and obtaining 
anomaly scores in just one step40. However, com-

Figure 2. Classification of abnormal behavior detection based on deep learning.
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pared with previous supervised methods, there is 
still more room for performance improvement, and 
it is worthwhile for researchers to continue their in-
depth research. In practical applications, the devel-
opment of human anomaly detection technology 
is essential. In recent years, algorithms that apply 
deep learning techniques to anomalous behavior 
detection tasks have also emerged41. Although end-
to-end approaches have been proposed for anoma-
lous behavior detection tasks in the last two years, 
the generalization is insufficient. The performance 
of such unsupervised methods still has a partic-
ular gap compared with supervised methods. In 
practical research, anomaly detection models can 
be trained by collecting videos of different scenes 
and generalizing the learned models to videos of 
new scenes, which requires the high computational 
power of the device. Therefore, researching more 
pervasive anomaly detection algorithms is still a 
daunting challenge.

Algorithm Design

Feature extraction network model
With in-depth research on deep learning, video 

behavior classification technology has been de-
veloped rapidly. Traditional video behavior clas-
sification methods such as SIFT (Scale-invariant 
feature transform), HOG (Histogramof oriented 
gradients), and others require specialized knowl-
edge and have huge limitations. As the speed and 
accuracy of neural networks gradually outper-
formed traditional algorithms, neural network 
models began to replace conventional algorithms 
as the foundation of the video behavior classifica-
tion field42. However, neural network models still 
have huge shortcomings in capturing motion in-
formation. Then, researchers43,44 started to use op-
tical flow to help neural networks extract motion 
information, but optical flow can limit the speed 
of the models while bringing improvements in 

correctness. To address these problems, a neural 
network model is used to compute optical flow to 
improve the speed, fuse the space-time features 
as new features, and use a new network structure 
to process optical flow to improve the accuracy 
and speed of video behavior classification. 

MotionNet network model
To address the problem that Convolutional 

Neural Network (CNN) is ineffective in extract-
ing motion information from continuous frames, 
optical flow instead of RGB frames is input into 
the network to help CNN extract motion infor-
mation. Therefore, using optical flow as input is 
equivalent to filtering out the spatial features in 
the original RGB frames and using motion fea-
tures directly to improve the CNN’s ability to ex-
tract motion signs.

The structure of MotionNet is shown in Figure 3, 
which is a neural network for extracting optical flow 
in the Hidden Two Stream network model. The op-
tical flow computation calculate the velocity image 
between two adjacent frames. MotionNet treats the 
optical flow computation problem as a picture recon-
struction problem and constructs the optical flow im-
age by extracting the features of two adjacent images.

MotionNet is a fully convolutional network 
composed of a part of the down-sampling net-
work and a part of the up-sampling network. The 
down-sampling network is composed of a series 
of convolutional layers that extract features layer 
by layer, and the main task is to extract the image 
features of two adjacent frames. The up-sampling 
network comprises a series of de-convolutional 
layers to recover the corresponding optical flow 
image from the features extracted by the up-sam-
pling network45. The loss function is the key to 
the neural network, and the goodness of the loss 
function often determines the final performance 
of this neural network. For MotionNet, to better 
learn the features of optical flow, a Structure Sim-
ilarity Loss Function (SSIM) is used to help the 

Figure 3. MotionNet network structure.
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network learn the structure between RGB frames 
straight with a loss function:

where the SSIM function is:

where  x and y are the comparison of two imag-
es, l(x, y) is the comparison of brightness, c(x, y) is 
the comparison of design contrast, and (x, y) is the 
comparison of structure.

Optical Flow Feature (OFF) Network Model
To address the problem of slow computation of 

traditional optical flow, MotionNet is used to com-
pute directly in the network without computing the 
optical flow in advance, which can significantly re-
duce the computation time. Instead of using optical 
flow as input, the video RGB frames are directly 
used as input, and MotionNet is used to calculate the 
optical flow features. In the network here, 11 con-
secutive video RGB frames are input. MotionNet 
generates ten optical flow frames, each with optical 
flow maps in x and y directions, and there are 20 
optical flow maps in total, i.e., 224 * 224 * 3 * 11 
for input and 224 * 224 * 2 * 10 for input. Finally, 
the optical flow generated by MotionNet is input to 
the traditional neural network for further extraction 
of temporal features46. For its network features and 
the network features, the OFF network is introduced 
into the optical stream feature extraction network, 
as shown in Figure 4. So, it helps the network to ex-
tract temporal features more fully.

The OFF network is inspired by the conven-
tional constant brightness in optical flow, calcu-
lated as follows.

The OFF network can be added to the tradition-
al CNN for a more efficient extraction of temporal 
features. The inception network is selected as the 
main network. After each convolutional layer of 
inception, the features generated by the inception 
network are input to the OFF network for further 
feature extraction. Finally, all the features gener-
ated by the OFF network are down-sampled from 
different layers due to the different sizes of the 
layers and aggregated together for classification 
prediction47. Since adding the OFF network to in-
ception will cause the whole network to be too 
complex, the network cannot be trained well with 
just the final Softmax loss function, so multiple 
loss functions are added at different locations to 
adjust the network. In the overall training, the 
backbone network is trained first. Then, the pa-
rameters of the backbone network are fixed be-
fore training the OFF sub-network. Finally, all the 
fine-tuning is done.

Two-channel feature fusion model
From the analysis of the previous two subsec-

tions, temporal and spatial features are indepen-
dent and complementary. When classifying a vid-
eo, using only spatial or temporal features cannot 
accurately classify the video and will generate am-
biguity. In a traditional two-channel network, the 
spatial features only input RGB frames, while the 
temporal features only take the processed optical 
stream as input. In this way, only one feature exists 
in each channel, RGB frames contain only spatial 
features, and it is difficult to extract temporal fea-
tures directly. In addition, optical streams leave 
only motion information without spatial features. 
Therefore, it is difficult to fuse spatial and tem-
poral features simultaneously in previous models. 
However, since the input of the temporal channel 
is no longer an optical stream but continuous RGB 
frames, many spatial features will be generated in 
the process of optical stream computation by Mo-
tionNet so that the proposed model can fuse spatial 
and temporal features to improve the correct rate.

Figure 4. OFF network structure.
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To classify video behavioral actions more ac-
curately and effectively, this paper divides the 
video information into two main aspects: spatial 
and temporal features. Spatial features refer to the 
scene and item information contained in the RGB 
frames of a video. For a video, spatial features can 
be used to roughly classify its action categories. 
However, some actions are difficult to distinguish 
by spatial features alone, so it is necessary to use 
temporal features48. Temporal features refer to the 
movement of people or objects between two ad-
jacent frames in a video, which mainly contains 
motion information. Similarly, it is also difficult 
to distinguish some actions by temporal features 
alone. The analysis should be combined with spa-
tial features and temporal features to be able to 
extract and characterize the behaviors more com-
prehensively and to be able to classify the behav-
iors in the video more accurately.

In Figure 5, this paper adopts a two-channel 
network structure as shown in the figure. The 
network contains two independent single-channel 
models to extract spatial and temporal features. 
For the extraction of spatial features, RGB frames 
of the video are directly used as input, and a CNN 
is used to extract the corresponding spatial fea-
tures; for temporal features, MotionNet is used to 
compute optical flow, and the input of MotionNet 
is also continuous video frames. Then, the com-
puted optical flow is used as input. A CNN with 
an OFF network is used to further extract tem-
poral features49. Finally, the extracted spatial and 

temporal features are weighted and fused to clas-
sify the final results. 

The input to the network is a single frame of 
video RGB image because there may be different 
spatial features at different locations in the video. 
To address this factor, the video is divided into 
multiple segments equally, and the spatial fea-
tures are extracted using the first frame for each 
segment separately. For example, if the playing 
basketball video is divided into three segments, 
one RGB image frame is extracted at the begin-
ning and middle of the video and the end as input 
to extract spatial features. Finally, the spatial fea-
tures of multiple videos are fused and classified.

Abnormal Behavior Detection Methods
Human behavior videos usually contain many 

complex backgrounds and camera shakes, and 
these complex situations can increase the difficul-
ty of human behavior recognition. In this section, 
a cluster pooling method is proposed to elimi-
nate the redundant information in the video. The 
aim of the section proposes a trajectory-weight-
ed depth convolutional order pooling descriptor 
based on the proposed trajectory attention graph 
and cluster pooling method, combined with the 
order pooling method, which can effectively de-
scribe the dynamics of human behavior in long-
time redundant videos in complex background 
environments.

Figure 6 shows the computational flow of the 
trajectory-weighted deep convolutional order 

Figure 5. Two-channel network structure.
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pooling descriptor. The process mainly consists 
of the following five steps:

(1) All frames of the RGB video are input to the 
VGG-16 convolutional network to compute the 
convolutional feature maps, which are normal-
ized using the spatial and temporal normalization 
method.

(2) Based on the RGB video, improved dense 
trajectories are computed, which can describe the 
trajectory of the moving target in the video. 

(3) By weighting the trajectory attention map of 
each frame into the corresponding convolutional 
feature map, the trajectory-weighted convolution-
al features of the target region can be obtained for 
each frame. 

(4) The clustering pooling method is used to re-
duce the redundant information in the time series 
of trajectory-weighted convolutional features.

(5) Order pooling is used to eliminate the re-
dundant trajectory-weighted convolutional fea-
ture time series.

The attention map is widely used to localize tar-
get regions in the video, which is equal in length 
and width to the convolutional feature map. The 
convolutional feature map and the attention map 
in each frame correspond. The proposed trajec-
tory attention graph is calculated by dense tra-
jectory sub and improved dense trajectory sub, 
which can describe the trajectory of a person in 
a complex environment, so these trajectory points 
are continuously distributed in the motion target 

area of the video. The pixel value is determined 
by counting the number of trajectories in the per-
ceptual field corresponding to each pixel point in 
the trajectory attention map. If the number of tra-
jectories in the perceptual field increases, the cor-
responding pixel value will be larger. Therefore, 
the trajectory attention map reported here is more 
advantageous in character localization.

The computation of dense trajectories consists 
of the following processes: first, in the initial vid-
eo frame, the dense feature points are sampled ev-
ery 5 pixels using dense grid sampling; then, the 
eigenvalues of the corresponding autocorrelation 
matrix are calculated for each dense feature point, 
and if the eigenvalues are low, it means that these 
points are in the gentle background area, and such 
points are removed by setting a threshold. Finally, 
for each feature point left behind, it is considered 
the starting point of the trajectory. The dense tra-
jectory subsets can be obtained by tracking the 
trajectory starting points along the time, and its 
calculation process is as follows.

To calculate the convolutional features for 
each motion region in the video, the trajectory 
attention map is weighted into the convolution-
al feature map to obtain the trajectory-weighted 
convolutional features. The trajectory-weighted 
convolutional feature in the frame is:

Videos usually contain a large amount of redun-
dant information, which can significantly increase 
the difficulty of coding the dynamics of human 
behavior. Therefore, this paper proposes a new 
clustering pooling method, which can effectively 
eliminate the redundant information in the video. 
Cluster pooling is used for video frame-level fea-
ture sequences, which cluster the sequences along 
the time dimension to eliminate redundancy. 
The clustering pooling first clusters the time se-
quences into multiple disjoint sequence segments. 
Then, it computes each segment’s mean vector as 
the corresponding segment’s representation.

Figure 6. Subcalculation flow depicted by sequence pooling.
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Finally, the trajectory-weighted deep convolu-
tional order pooling descriptor is obtained by in-
troducing the order pooling method to encode the 
dynamic information in the trajectory-weighted 
convolutional sequences.

Results

Experimental Data Set and Pre-Processing
The SDUFall, Weizmann, and HMDB51 data-

sets, widely used in human behavior recognition 
research, are used in the experiment. The SDU-
Fall dataset is captured by a 1.5 m high Kinect 
camera, which contains six types of behaviors: 
falling, bending, squatting, sitting, lying down, 
and walking; the Weizmann dataset contains ten 
basic daily behaviors such as bending, jumping, 
running and walking, which are captured by ten 
volunteers, and each type of behavior contains 
nine video frame sequences. The HMDB51 data 
contains 7,000 video samples and 51 behavioral 
categories, each with at least 101 video samples. 
All the data are obtained from videos and movies 
on the web, so the dataset is very challenging.

Training of spatial flow model 
To make the model converge faster and get a 

better classification rate during training, the in-
ception model is first trained using the ImageN-
et dataset. Next, the trained model parameters 
are copied to the spatial flow model as the ini-
tial parameters. Then, the training set of the cor-
responding dataset is used to further adjust the 
model parameters and learn the correct features. 
Finally, the score results of spatial stream classifi-
cation are stored. 

Training of the time-streaming model 
Since the time-streaming model network is 

complex, to adequately train the whole model, a 
step-by-step training method is used in this part 
of the model training, i.e., the backbone network is 
trained first. Then, the sub-networks are trained, 
and the overall network is adjusted.

Results of Feature Extraction 
Experiments

In the feature extraction experiments, the Mo-
tionNet and OFF network models were used to 
extract features and compared with our proposed 
two-channel feature extraction method. The re-
sults of the prediction accuracy of the three net-
work models with the training data are shown 

in Figure 7, from which it can be seen that the 
two-channel model has the highest accuracy of 
the three data sets. Specifically, the two-channel 
model has 39 categories higher than MotionNet 
in SDUFall, 49 categories with the same correct 
rate as MotionNet, and the correct rate of most 
categories is 85% higher. For the ApplyEyeMake-
up category, MotionNet is only 68%, while the 
proposed model can reach 84%. Similarly, in 
the category of Lunges, MotionNet is only 72%, 
while this model can achieve 89%. Compared 
with MotionNet, the proposed model adds spatial 
and temporal features and an OFF network to the 
CNN dealing with optical flow features, which 
can improve the correct rate significantly. Howev-
er, in the three actions of brushing teeth, hammer-
ing, and nunchucks, the correct rate of this model 
is less than 60% because these actions are single 
and easily confused with other actions, resulting 
in a low correct classification rate. 

Then, the running speed of each model is com-
pared and, for better comparison, the feature ex-
traction method using only optical flow is also 
added. The speed of the models is shown in Fig-
ure 8. This is because both the MotionNet model 
and the model proposed here use RGB images as 
input. In general, the model using optical flow has 
a significant advantage in speed, but it has a low 
correctness rate due to the lack of temporal fea-
tures as input. The optical flow features can help 
the model improve the correct rate significantly 
for the optical flow model. Still, because the tra-
ditional optical flow algorithm is slow, this model 
uses the neural network MotionNet to replace the 
traditional optical flow extraction, which can im-
prove the speed significantly and ensure the cor-
rect rate of the model is higher than most models.

Finally, the comparison is performed on the 
HMDB51 dataset. Since the HMDB51 dataset is 
more complex and has more diverse actions com-
pared to the SDUFall scene, most of the models 
have a lower correct rate in terms of correctness. 
Experimental results on HMDB51 dataset are re-
vealed in Table I.

From the numerical results in Table I, the ac-
curacy rate of this model on this dataset is still 
slightly higher than that of other models when 
only video RGB frames are used as input. Com-
pared to OFF, it can reach 88.64% on SDUFall 
and only 63.81% on HMDB51. In comparison, the 
proposed model can reach 72.09%, because the 
HMDB51 dataset is complex, and motion infor-
mation cannot be directly obtained using RGB 
frames. The proposed model uses MotionNet to 
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calculate optical flow on RGB frames, which has 
certain advantages, so the accuracy rate is slightly 
higher than that of MotionNet.

Experimental Results of Anomalous 
Behavior Detection

An important parameter in clustering pool-
ing is the threshold value, which determines the 
length and number of clustered sequence seg-
ments. First, the time series length reduction 
percentage in the SDUFall dataset is counted 
as the threshold value shifts. Then, the recogni-
tion accuracy on the SDUFall dataset was tested 
when the threshold value was taken in the range 
of 0-1, so the optimal threshold value could be 
selected. The results are shown in Figure 9. From 
Figure 9, the larger the threshold value of cluster 
pooling, the shorter the time series length after 
removing redundancy, so the cluster pooling 
method can effectively reduce the redundancy in 
the time series. Figure 9 shows that the accuracy 
rate can reach more than 95% when the thresh-

old value is 0.8, so the threshold value will be set 
to 0.8 in all future experiments.

A related comparison experiment is set to fur-
ther evaluate our trajectory attention map. In the 
comparison experiments, the trajectory attention 
map is removed to use three other features instead 
of the trajectory-weighted convolutional features. 
The first comparison feature is the maximum 
pooling feature, which results from the maximum 
direct pooling of the convolutional feature map. 
The second comparison is the average pooling 
feature, resulting from the convolutional feature 
map’s direct global average pooling. The third 
feature is the fully connected feature. These three 
contrast features do not consider the location of 
the moving characters in the video, so they can-
not encode the visual features of the character re-
gions in a targeted way. Then, these three contrast 
features are pooled by clustering and pooled by 
order to obtain two contrast descriptors, which 
are called maximum convolutional order pooling 
descriptor (MDRD), average convolutional order 

Table I. Experimental results on the HMDB51 dataset.

 Data Set

Method SDUFall Weizmann HMDB51

MotionNet 82.57% 86.39% 63.81%
OFF 78.73% 81.66% 60.75%
Two-channel 88.64% 89.28% 72.09%

Figure 7. Changes in model prediction accuracy with training data.
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pooling descriptor (ADRD), and fully connected 
order pooling descriptor (FDRD), respectively.

The results of the three comparison descriptors 
with the trajectory-weighted deep convolutional 
order pooling descriptor on the dataset are shown 
in Table II. 

As Table II suggests, the TDRD (Tone-Mapped 
Dynamic Range Descriptor) descriptor obtains 
the best results of 92.57%, which is 3.64%, 2.58%, 
and 1.73% higher than the three comparison de-
scriptors MDRD, ADRD, and HDRD (High Dy-
namic Range Descriptor), respectively. The main 
reason is that in human behavior recognition, 
all three contrast descriptors do not consider the 
position of the person area in the video, so they 
cannot encode the visual features of the person 
area. The trajectory-weighted depth convolutional 
sequence pool descriptor can efficiently locate the 
area of people in the video and encode visual fea-
tures, so the descriptor is more efficient than these 
three contrast descriptors. This finding suggests 
that the use of trajectory-weighted deep convo-
lutional sequence pool descriptors may be more 

efficient at extracting and detecting behavioral 
traits in children with autism spectrum disorder 
than other commonly used descriptors.

Discussion

Childhood autism spectrum disorder is a mul-
tifactorial, widespread psychological develop-
mental disorder with a prevalence of 1% to 2%. 
This disorder has a high disability rate and im-
poses a huge burden on families and society eco-
nomically. Therefore, it is crucial to have an ac-
tive and effective intervention treatment. Based 
on the above background, this paper proposes a 
deep learning-based visual strategy intervention 
method for autism spectrum disorders, combined 
with artificial intelligence technology to assist 
in treating children with autism spectrum disor-
ders. First, to better extract children’s behavioral 
features, the convolutional neural network Mo-
tionNet is used to compute the optical flow us-

Figure 8. Experimental results of model running speed.

Table II. Descriptors used to compare experimental results.

 Data Set

Description Subtype SDUFall Weizmann HMDB51

MDRD 88.57% 90.04% 86.23%
ADRD 89.34% 91.57% 87.62%
FDRD 89.81% 92.37% 89.45%
Ours (TDRD) 92.85% 93.64% 92.28%
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ing the information between two adjacent frames, 
which significantly improves the network’s speed. 
Meanwhile, to address the problem of insufficient 
optical flow feature extraction, the OFF network 
is proposed to be added to the traditional network 
of optical flow extraction to fully extract temporal 
features in optical flow. Then, regarding the draw-
back of the many redundant frames contained in 
video, a method of pooling descriptors based on 
trajectory-weighted deep convolutional order is 
proposed. The descriptor is calculated based on 
the trajectory attention map, convolutional fea-
ture map, clustering pooling method, and order 
pooling method, which can effectively describe 
the behavioral dynamics of people in complex 
background environments in long-time redundant 
videos. Finally, the network of this paper is eval-
uated for accuracy on three datasets. The results 
show that our model is more accurate and fast-
er than the traditional model. Using this method, 
sick children can be monitored in real-time and 
intervene with visual strategies to guide them to 
better integrate into the group.

Conclusions

This method and visual intervention for chil-
dren with autism spectrum disorders can help 
them to overcome social barriers. However, there 
are some shortcomings. First, this paper only 
uses video as a data source and does not use oth-
er types of data. Second, only three datasets are 
used for evaluation, so testing on more datasets is 
needed to verify the generalization performance 
of the model. In addition, the individual differenc-

es of children are not taken into account. Future 
research needs to pay more attention to the indi-
vidual differences of children and develop more 
personalized interventions. In future studies, data 
sources can be expanded to use multiple types of 
data to improve the robustness and generalization 
performance of the model. More personalized in-
tervention programmes should be developed. It is 
necessary to consider the individual differences 
of children, combine psychology, education, and 
other disciplines to develop more effective in-
tervention strategies, further improve the speed 
and accuracy of the model, and achieve more re-
al-time intervention. These research directions 
will help to further improve the treatment effect 
of autism spectrum disorder in children, reduce 
the burden on children and families, and are also 
of great significance to the development of social 
health.
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