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Abstract. – OBJECTIVE: This study aims 
to construct a brand-new ophthalmic disease 
screening task and establish a practically valu-
able ophthalmic disease screening model in the 
case of insufficient data.

MATERIALS AND METHODS: The main 
methods are as follows: firstly, we mixed da-
ta from different sources (these data may come 
from different cameras, including different fun-
dus diseases) to get a new dataset. Based on 
this dataset, we conducted subsequent experi-
ments on fundus multi-disease screening. How-
ever, in the past public datasets, each dataset 
often only corresponded to the screening diag-
nosis of one disease. Secondly, we proposed a 
method to simulate the characteristics of differ-
ent fundus cameras by using a method based on 
style transfer, and to augment the training da-
ta, so that the model could learn the features of 
ophthalmic diseases in a more comprehensive 
way. Finally, a robust disease screening mod-
el based on few-shot learning was construct-
ed on the combined dataset, and compared with 
benchmark algorithms.

RESULTS: We focused on the study of eye 
disease screening methods based on the met-
ric-based few-shot learning model, data aug-
mentation methods, and focus on key tech-
nologies such as data augmentation based on 
style transfer. Experiments have shown that our 
method can significantly improve the general-
ization ability of the disease screening model.

CONCLUSIONS: By introducing few-shot 
learning theory and data augmentation based on 
style transfer into ophthalmic disease screening, 
the generalization ability of the model is greatly 
improved, and it has certain practical value.

Key Words:
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diseases screening, Computer vision. 

Introduction

Vision is responsible for most of the information 
we absorb from our five combined senses. Blind-

ness is the most serious disability, and its social 
concern is second only to cardiovascular diseases 
and tumors. Visual impairment has a significant 
impact on both personal life and social develop-
ment. According to the Second National Survey 
of Disabled Persons in China, the annual number 
of sick people in China exceeds 5 billion, and the 
visually impaired population reaches 124 million.

Irreversible blindness caused by diabetic reti-
nopathy, age-related macular degeneration, glau-
coma, etc., has become the main cause of blind-
ness in China at this stage. Most of these diseases 
need early detection and reasonable and timely 
intervention.

The current basic situation of blindness in 
China is worrying, and grass-roots blindness pre-
vention work and primary eye care have become 
an important foundation for blindness prevention 
and blindness treatment projects. Much effort 
has been put on preventing the occurrence of eye 
diseases. However, there are only about 30,000 
ophthalmologists in China, of which 10,000 doc-
tors can treat fundus diseases.

Another major advantage of AI-assisted medi-
cal care is its high accessibility1,2. In recent years, 
AI diagnosis technology based on fundus color 
photography has become the target of many re-
searchers. The convenience and efficiency of AI 
technology make it have great application pros-
pects in ophthalmic disease screening, diagnosis 
and treatment3,4. The development of AI tech-
nology can optimize the allocation of medical 
resources, and more importantly, it can reduce the 
burden of medical costs and medical insurance 
funds, and effectively promote blindness preven-
tion and treatment. We can use the current infor-
mation technology conditions to collect a large 
amount of grassroots “fundus photo” data at the 
grassroots level, upload it to the cloud, and then 
analyze, identify, and classify it through experts 
or AI. To realize this vision, we can start with 
fundus photo data collection and AI analysis. It is 
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relatively simple to realize this kind of condition 
similar to “general screening of eye diseases”. 
First of all, we need a fundus camera that is 
portable, inexpensive, and can be easily taken by 
anyone with simple training. In addition, we need 
to design a special screening algorithm.

Few-Shot Learning
Few-shot learning is an application of me-

ta-learning in supervised learning. Meta-learning 
is to let the model master the ability to learn, also 
known as “learning to learn”. The core problem 
of few-shot learning is to allow machine learning 
models to acquire human-level fast learning ca-
pabilities.

The training set of few-shot learning consists 
of many classes, and there are multiple samples in 
each class. During the training phase, N catego-
ries will be randomly selected from the training 
set, with K samples in each category (a total of 
N*K data), and a task will be constructed as the 
input of the model’s support set. A batch of sam-
ples is extracted from the remaining data in the 
model as the prediction object (batch set) of the 
model. That is, the model is required to learn how 
to distinguish the N categories from N*K data, 
such a task is called the N-way K-shot problem.

In recent years, few-shot learning has achieved 
a lot of results in computer vision. The main-
stream few-shot learning methods can be roughly 
divided into three categories.

1. Model Based method: through the design of 
the model structure, the parameters are quickly 
updated on a small number of samples, and the 
mapping function between the input x and the 
predicted p-value is directly established.

2. Metric Based method: by measuring the dis-
tance between the sample and the sample in the 
support set, it is classified with the help of the 
idea of the nearest neighbor.

3. Optimization Based method: ordinary gradient 
descent methods are difficult to fit in few shot 
scenarios, so few shot classification can be 
accomplished by adjusting the optimization 
method.

Here we mainly use the metric-based method. 
Mainstream deep learning network classification 
models, such as Resnet and VGG, usually require 
a large amount of data for training to achieve bet-
ter results, and when the data is insufficient, they 
tend to overfit. Instead, if we model the distance 
distribution between samples in the framework 

of meta-learning, so that similar samples are 
close, and heterogeneous samples are far away, 
the performance of model will be improved. Sia-
mese Network5 is a pioneering work on the met-
ric-based method. The core idea of this method is 
to select two images from the data set as a set of 
sample pairs input each time, and the case where 
the labels of the images are consistent is recorded 
as a positive pair and the case where they are 
inconsistent is recorded as a negative pair. After 
the sampling is completed, the two images x0, 
x1 are input into a convolutional neural network 
f(x), we can regard f(x) as the image Convert x to 
a function of feature vector y, use f(x) to extract 
the Embedding y0, y1 of the two, and compare 
them to calculate the similarity between the 
two. The parameters of f(x) are shared between 
different tasks. The Siamese network is not a 
network structure, but uses a unique Contrastive 
Loss Function on the basis of other networks, 
the network structure for extracting Embedding 
is called Embedding Network, which makes the 
Siamese network structure adaptable.

Contrastive loss was originally proposed by Had-
sell et al6, which is mainly used in dimension reduc-
tion algorithms to ensure the similarity of features 
between samples after dimension reduction.

In 2015, Schroff et al7 improved the Siamese 
network and proposed Triplet loss. The core 
idea is to select three samples (Anchor, Positive, 
Negative) from the dataset each time as a triplet 
for training. The training goal is to make Anchor 
and Positive as close as possible, and Anchor 
and Negative as far away as possible. Based on 
the idea of Triplet loss, Hoffer et al8 proposed a 
Triplet Network, which has better experimental 
results than Siamese network on CIFAR, MNIST 
and other datasets. The core idea of Siamese 
network and triplet network is very simple, and 
they have achieved great results in practical ap-
plications. However, these two methods still have 
some shortcomings, mainly:

1. The number of possible pairs/triplets grows 
quadratically/cubically with the number of ex-
amples. It is infeasible to process them all. 

2. We generate pairs/triplets randomly. As the 
training continues, more and more pairs/trip-
lets are easy to deal with (their loss value is 
very small or even 0), preventing the network 
from training. We need to provide the network 
with hard examples. 

3. Each image that is fed to the network is used 
only for computation of contrastive/triplet loss 
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for only one pair/triplet. The computation is 
somewhat wasted; once the embedding is com-
puted, it could be reused for many pairs/trip-
lets.

In order to deal with these problems effective-
ly, Hermans et al9 made a series of improvements 
to Triplet Network, and proposed Online Pair/
Triplet Selector, which can better filter out in-
tractable data (Hard Example). At the same time, 
by comparing the Embedding of the pictures, the 
efficiency is greatly improved.

Compared with the Siamese network, the Pro-
totype Network10 is based on the following idea: 
each category has a prototype expression, and 
the prototype of this category is the mean value 
of the support set in the embedding space. Then, 
the classification problem becomes the nearest 
neighbor problem in the Embedding space.

The network structures introduced above use a 
fixed measurement method for the final distance 
measurement, such as cosine distance, Euclidean 
distance, etc. All learning processes under this 
model structure occur in the Embedding stage of 
the sample.

Data Augmentation Based on 
Style Transfer

Data augmentation is a technology that vari-
ates the original data by artificial methods to 
obtain new training data, and enhances the size 
and quality of the training dataset, thereby ob-
taining a better model. It can effectively improve 
the robustness of the model and prevent overfit-
ting. In the medical field where it is difficult to 
obtain a large amount of data, the importance of 
data enhancement technology has become more 
prominent.

Image data enhancement can be divided into 
two categories according to whether a neural 
network model is used. The first category is basic 
image processing methods, such as geometric 
transformation, translation, flipping, cropping, 
rotation, color space transformation, and noise 
injection11, image mixing12, etc. His deep learning 
model was originally the object of data augmen-
tation services, but with the rapid development of 
deep learning in image processing, researchers 
quickly proposed deep learning-based methods 
for data augmentation, for example, Generative 
Adversarial Network (GAN), and style transfer.

Style is an abstract concept in the field of art. 
The style transfer method based on deep learning, 
originally proposed by Leon Gatys13 in 2015, is 

one of the most important research hotspots in 
computer vision based on deep learning. Gatys 
believes that the artistic style of an image is the 
combination of its basic shapes and colors. The 
content information (shape) is represented by the 
feature map output by each layer of the neural 
network, and the style information is represented 
by the Gram matrix output by each layer of the 
neural network. Given a content image imgcon-
tent and a style image imgstyle, the goal of model 
optimization is to make the output result close 
to imgcontent in content and imgstyle close. The 
loss function of the model is set as the weighted 
sum of the content loss losscontent and the style 
loss lossstyle:

loss = wcontent * wcontent + wstyle * wstyle

Where wcontent, wstyle represent the weight of 
content loss and style loss. The content loss 
can be measured by common loss functions in 
computer vision, such as MSE, while the style 
loss needs to be obtained through the Gram 
matrix. In this scenario, the meaning of the 
Gram matrix is the correlation between each 
feature in the feature maps output by different 
filters. The method proposed by Gatys opens up 
a new field. Subsequent researchers have carried 
out a lot of work on improving rendering speed 
and model reusability. According to how much 
style a model represents, the current mainstream 
style transfer methods can be divided into three 
categories:

1. Per-Style-Per-Model14,15.
2. Multiple-Style-Per-Model16-18.
3. Arbitrary-Style-Per-Model19-21.

The practice of data augmentation based on 
style transfer has achieved success. For exam-
ple, in autonomous driving, style transfer can be 
used to change the characteristics of day, night, 
weather, etc. of the original training data. At the 
same time, the camera used by the driverless car 
play the role as eyes which may be defaced or 
damaged. Style transfer can convert the data cap-
tured by the normal camera into the data in this 
extreme case. In addition, there are also cases of 
converting real-time rendered images in comput-
er games to simulate real-world data22.

DR
In the following chapters, we will introduce 

the current situation of AI ophthalmic diseas-
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es diagnosis. Diabetic retinopathy (DR) is the 
leading cause of blindness in adults. The clas-
sification of DR has always been a hot spot in 
ophthalmic AI research. As early as 1975, the 
STARE project23 collated 400 fundus photos, 
101 of them were from DR patients. Kaggle held 
two competitions around the classification of 
DR lesion grades in 2015 and 2019, attracting 
thousands of teams, and released the EyePACS 
dataset (also known as the Kaggle dataset) and 
the APTOS- 2019 dataset.

In recent years, the rapid development of deep 
learning has greatly improved the possibility of 
DR diagnosis with AI. Some scholars24-26 ap-
plied classification models such as AlexNet and 
VGG networks to the DR classification task, and 
achieved very good results, which demonstrates 
that deep learning can effectively screen for dia-
betic retinopathy.

Most of the above research results are based on 
the ImageNet champion model of the year, or oth-
er excellent image classification, and conduct ex-
periments on their private datasets or re-labeled 
public datasets. After these studies, the research 
became more diverse27-29.

Glaucoma
Glaucoma is a chronic neurodegenerative dis-

ease and one of the leading causes of irreversible 
but preventable blindness in the world. Now, the 
high-quality public dataset for glaucoma is the 
Baidu-GON dataset, and the iChallenge-GON 
competition30 is held around this dataset.

Early researchers viewed glaucoma diagnosis 
as a classification task, including binary clas-
sification based on the fundus photos’ visual 
characteristics. Some scholars31-34 use a relative-
ly simple network for glaucoma classification, 
which achieves better results on small datasets, 
but sacrifices generalization ability. There are 
also some scholars35-38 who use deeper models.

Image-level classification cannot fully utilize 
information on images. Another widely used 
approach is to limit the analysis to the optic disc 
region. This region is the region most affected by 
glaucoma, and this approach yields better perfor-
mance than learning from full images, such as the 
method proposed by Chen et al31. The difficulty of 
this method is that the features of the optic cup 
and the optic disc are so close that the boundaries 
between the two are not evident in many fundus 
photos. How to train a model with generalization 
ability has become the biggest challenge in com-
puter vision-based glaucoma screening.

AMD
Age-related macular degeneration (AMD), is 

a degenerative disease of the macula. It occurs 
mainly in people over the age of 45, and the in-
cidence in the elderly is even higher than that of 
DR.

The etiology of AMD is not fully understood 
and may be related to a variety of factors, includ-
ing genetics, chronic photo damaging effects, and 
nutrition. AMD is divided into dry AMD and 
wet AMD. Dry AMD (also called non-exudative 
AMD) does not develop new blood vessels. It is 
characterized by progressive atrophy of the ret-
inal pigment epithelium (RPE). Wet AMD (also 
known as neovascular or exudative AMD) is 
characterized by neovascularization, exudation, 
hemorrhage, and scarring that, if left untreated, 
can eventually lead to irreversible damage to 
photoreceptors and rapid vision loss.

Early diagnosis of AMD is also critical for 
treatment and prognosis. Typical signs of AMD 
include drusen, oozing, bleeding, and more.

Yim et al39 introduced a new AI system to pre-
dict the risk of total blindness in AMD patients 
in a paper published in Nature Medicine. Grass-
mann et al40 used AlexNet, InceptionV3, ResNet 
and other models for experiments, and tested on 
the AREDS dataset; the sensitivity and specifici-
ty were 84.2% and 94.3% respectively.

Pathological Myopia
Pathological myopia (PALM) causes irrevers-

ible visual damage to patients. However, due to 
the lack of fundus photo datasets specifically for 
pathological myopia for a long time, there are 
few AI diagnosis research results for PALM. The 
method for diagnosing pathological myopia based 
on computer vision is similar to the previous 
diseases.

Materials and Methods

This paragraph presents our approach to ini-
tial screening questions for common fundus dis-
eases, as well as the datasets and methods used. 
We first constructed a dataset containing vari-
ous eye diseases, and then, augmented the data 
with a style transfer-based approach to make 
it consistent in style for subsequent training of 
the screening model. Finally, we constructed 
a multi-eye disease screening model based on 
few-shot learning to realize the screening of 
different eye diseases.
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Data Collection
According to our needs, we are required to 

conduct a preliminary screening and diagnosis to 
determine whether there is a certain eye disease. 
To accomplish this task, we constructed a new 
dataset using the collected SYSU datasets, IChal-
lenge-AMD, IChallenge-GON, IChallengePALM 
datasets with these four common ophthalmic dis-
eases. The dataset labels are divided into six cat-
egories: healthy, AMD, glaucoma, PALM, NPDR 
(Non-Proliferative DR), and PDR (Proliferative 
DR). The dataset includes all patients and healthy 
people data in SYSU, IChallenge-AMD, IChal-
lenge-GON, and PALM patient data in IChal-
lenge-PALM. 

Data Augmentation Based on 
Style Transfer

After investigating the public datasets, we 
found that the fundus photos taken by different 
models of fundus cameras are very different, 
such as the color of the optic disc, blood ves-
sels, lesion area, the brightness of the photo, 
the color of the background part, and even 
the same type of fundus. Cameras, under the 
use of different users, will also have great 

differences due to operations, such as focus-
ing. As it can be seen from Figures 1, 2, and 
3, the fundus pictures from different datasets 
are generally consistent in shooting angle and 
shooting content. The biggest difference is that 
due to the different models of fundus camer-
as, it will have a greater impact on color and 
other aspects. Since the source of our training 
data is relatively single, during the training 
process, the features learned by the model may 
be the features of the fundus camera, not the 
features of the disease. To mitigate the impact 
of this problem, we employed a special data 
augmentation method for the problems brought 
about by the fundus camera model, drawing on 
the idea of style transfer, and trained a neural 
network model for a specific model of fundus 
camera. We converted the photos taken by a 
certain fundus photo to the style captured by 
other models of fundus cameras.

The effects of these two methods are not 
satisfactory. We decided to try the Multi-
ple-Style-Per-Model method represented by the 
method proposed by Dumoulin et al17. Due to 
space limitations, more pictures were not ar-
ranged for comparison. As shown in Figure 6, 

Figure 2. SYSU dataset Topcon TRC 50DX, Japan healthy people (group 1).

Figure 1. Baidu AMD Zeiss Visucam 500 healthy people (group 2).
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Figure 3. Baidu-Glaucoma-Canon-CR-2.

A C

B

Figure 4. Universal Style Transfer style transfer effect on fundus images. A, Content image. B, Style image . C, Output result. 

Figure 5. The effect of Gatys classic style transfer on the fundus image. A, Content image. B, Style image . C, Output result. 

A C

B

Figure 6. The effect of Dumoulin style transfer on fundus images. A, Content image. B, Style image . C, Output result.

A C

B
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despite its shortcomings, the Dumoulin method 
is the most suitable for our scene, successfully 
learning the content of the input image while 
preserving the content of the input image. While 
having a certain degree of controllability, the 
training speed is also acceptable. We can train 

special models for different types of fundus cam-
eras, and convert photos taken by other fundus 
cameras to achieve the purpose of data enhance-
ment. The data augmentation method based on 
style transfer is shown in Figure 7. Specific steps 
are as follows:

Figure 7. Data augmentation method based on style transfer.
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1. According to the fundus camera model and 
other factors in the data, the original data set is 
divided into personal style datasets;

2. Train different style transfer models for differ-
ent style datasets;

3. Each fundus photo in the dataset has its own 
style dataset. For the fundus photos under a 
certain style dataset, k-1 style transfer models 
with different styles are used for processing. 
The generated fundus photos were added to the 
augmented dataset.

In this way, the number of samples in the data 
set can be greatly expanded, and the influence 
of factors, such as fundus camera model and 
brightness on the data set can be reduced, thereby 
effectively improving the model performance and 
generalization ability.

Multi-Eye Disease Screening Model 
Based on Few-Shot Learning

In this scenario, the data distribution is ex-
tremely unbalanced, and the number of samples 
is extremely rare. In this case, Softmax classifier 
with cross-entropy loss will be severely overfit-
ted. Even in some tasks with ample data, with 
hundreds of samples per class, neural networks 
can still overfit. Deep neural networks have 
millions of parameters to fit the training data, 
so they can learn a huge function space to fit 
various complex distributions. However, this 
also places great demands on the quality and 

quantity of training data, which has become a 
major obstacle in many tasks. To address this 
issue, we used a Siamese network to screen fun-
dus photographs for ophthalmic diseases from 
the perspective of few-shot learning. Compared 
with methods such as Triplet Network, Proto-
type Network, and Relational Network, Siamese 
network is simple and easy to implement. At the 
same time, it requires less data to converge. Due 
to the simplicity of the Siamese network, it is 
more helpful for us to understand the problems 
in the data. We first use the Siamese network 
to conduct experiments, and then gradually im-
proves it. The training diagram of Siamese 
network is shown in Figure 8. The specific steps 
are as follows:

1. Simultaneously extract two training data x1, x2 
to form a sample pair;

2. Input the sample pair into the model to get their 
respective feature vectors V1, V2;

3. Compare the labels of the two, calculate the 
loss by comparing the loss function, and up-
date the model parameters.

Evaluation Method
If we ignore the differences in detail and 

treat the network model as a black-box model, 
then, we can denote the output of the model as 
f(x), which accepts an image x as an input. For 
ordinary classification models and Siamese net-
works, their model output is the predicted image 

Figure 8. Raining diagram of Siamese network.
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category y-pred. For this type of model, we only 
need to compare y-pred with the correct label y of 
the image. For the prototype network model, the 
output is also the type of image y-pred, and an 
evaluation method similar to the ordinary classi-
fication model can also be used. For the prototype 
network model, the output is also the type of the 
image y-pred, and an evaluation method similar 
to that of the ordinary classification model can 
also be used.

The Siamese network model accepts two imag-
es x1, x2 as input at the same time, and the output 
f(x1, x2) is the distance between x1 and x2, rather 
than the category of a picture, so the evaluation 
method of the Siamese network model is quite 
different from that of the ordinary classification 
once5,7.

The evaluation method5 is used to extract sev-
eral samples from each category in the test set, 
and these samples are used as the support set ac-
cording to the original category. When the data 
of a query is input, the query data is compared 
with the data of each category in the support 
set, and finally the category with the highest 
similarity is selected as the result output. We 
will finally conduct a comprehensive evaluation 
of the model from three aspects: accuracy, recall, 
and f1 score.

Results

Training of Style Transfer Model
Based on the four data sets of SYSU, IChal-

lenge-PM, IChallenge-GON, and IChal-
lenge-AMD, this paper merges to form a 
new data set, which is divided into the fol-
lowing six categories according to disease 
types. Health, NPDR, PDR, AMD, glaucoma, 
PALM, the distribution of the dataset are 
shown in Table I.

The data set is divided according to the ratio 
of 4:1, with 1731 training data and 433 test da-
ta. In addition, we count the models of fundus 
cameras used in different datasets, as shown in 
Table II.

Considering that human error may lead to 
different styles of image captured by the same 
fundus camera, we can divide a dataset into 
several styles. In real conditions, such influ-
ence is unavoidable41. On this basis, we select 
several groups of representative images as style 
images. After training, we obtain the four 
styles as Table III.

Based on the four styles of data obtained, we 
conducted subsequent experiments with screen-
ing models and compared with methods without 
augmented data.

Table I. Dataset distribution statistics.

 Labels AMD Glaucoma Healthy people NDPR PALM PDR Total

Quantity 89 40 1302 462 213 58 2164

Table II. Fundus camera model.

 Dataset name Fundus camera model

SYSU Topcon TRC-50DX45
iChallenge-GON Training set Zeiss Visucam 500 test set Canon CR-2
iChallenge-AMD Zeiss Visucam 500 Canon CR-2
iChallenge-PALM Unknown

Table III. Style transfer model trained.

 Model name Data source Style image sample size

Canon_CR2_0 Baidu-AMD 30
Zeiss_Visucam_500_1 Baidu-AMD 90
Topcon_TRC-50DX_1 SYSU  3
Topcon_TRC-50DX_2 SYSU  3
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Training of Screening Model
In order to verify the effect of the data aug-

mentation method based on style transfer and 
the eye disease screening model based on few-
shot learning proposed in this paper, this section 
conducts comparative experiments on Resnet and 
Siamese-Resnet on unenhanced and enhanced 
data, respectively.

In order to compare the difference between 
the usual classification network and the Siamese 
network, we first conduct experiments using the 
Resnet-50 model and Siamese-Resnet-50.

The experimental results of Resnet with un-
enhanced data are shown in Table IV. In order 
to show the distribution of the prediction results 
more intuitively and compare with the subsequent 
experimental results, we draw the output results 
of the final fully connected layer of Resnet-50 on 
a two-dimensional plane, as shown in Figure 9. 
As it can be seen from Table IV, the model only 

has high recognition ability for healthy people, 
non-proliferative diabetic retinal complications 
(NPDR), and pathological myopia (PALM) with 
sufficient sample size. As it can be seen from 
Figure 9, there is a large intersection between 
various categories, indicating that the model has 
not fully learned the characteristics of various 
categories, and that the Resnet-50 model has 
greater limitations in the task of ophthalmic dis-
ease decoration.

Table V and Figure 10 show the Siamese-Res-
net performance on unenhanced data. For the 
types with insufficient samples, the classification 
effect of the modular Siamese-Resnet has been 
improved to a certain extent. The intersection 
between healthy people and patients was reduced, 
and PDR and NPDR within DR patients were 
also better differentiated. However, there is still 
a large overlap between healthy people and pa-
tients.

Table IV. Resnet-50 model test results.

 Precision Recall F1 value Sample size

0 AMD 0.000 0.000 0.000  16
1 Glaucoma 0.000 0.000 0.000   8
2 Healthy 0.864 0.952 0.906 248
3 NPDR 0.784 0.842 0.812  95
4 PALM 0.865 0.900 0.882  50
5 PDR 0.000 0.000 0.000  15
Accuracy  0.836  432
Mean 0.419 0.449 0.433 432
Weighted average 0.769 0.836 0.801 432

Figure 9. Classification results of ResNet-50 after 40 rounds of training. A, Training set. B, Validation set.
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After that, we performed follow-up exper-
iments by augmenting the data with the style 
transfer method described in the previous sec-
tion. The experimental results are shown in Table 
VI and Table VII, and Figure 11 and Figure 12. 
Compared with the effect before data enhance-

ment (Table V), after Siamese-Resnet uses style 
transfer enhancement, the misclassification of the 
model is also greatly reduced, and the effect is 
greatly improved. By comparing Table IV, it can 
be seen that Siamese-Resnet-50 is much better for 
PDR identification.

Table V. Siamese-Resnet-50 model test results.

 Precision Recall F1 value Sample size

0 AMD 0.063 0.312 0.105 v16
1 Glaucoma 0.084 0.550 0.146   8
2 Healthy 0.830 0.416 0.555 248
3 NPDR 0.514 0.437 0.472  95
4 PALM 0.885 0.751 0.813  50
5 PDR 0.148 0.520 0.230  15
Accuracy  0.458  432
Mean 0.421 0.498 0.387 432
Weighted average 0.701 0.462 0.531 432

Figure 10. Classification results of Siamese-Resnet-50 after 40 rounds of training. A, Training set. B, Validation set.

Table VI. Resnet-50 model with augmented data test results.

 Precision Recall F1 value Sample size

0 AMD 0.300 0.188 0.231  16
1 Glaucoma 0.333 0.125 0.182   8
2 Healthy 0.883 0.940 0.911 248
3 NPDR 0.784 0.842 0.812  95
4 PALM 0.887 0.940 0.913  50
5 PDR 0.000 0.000 0.00  15
Accuracy  0.843  432
Mean 0.531 0.506 0.508 432
Weighted average 0.799 0.843 0.819 432
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Table VII. Siamese-Resnet-50 model with augmented data test results.

 Precision Recall F1 value Sample size

0 AMD 0.271 0.600 0.374  16
1 Glaucoma 0.071 0.250 0.110   8
2 Healthy 0.947 0.784 0.857 248
3 NPDR 0.846 0.783 0.814  95
4 PALM 0.953 0.930 0.941  50
5 PDR 0.374 0.660 0.477  15
Accuracy  0.779  432
Mean 0.577 0.668 0.596 432
Weighted average 0.864 0.779 0.813 432

Figure 11. Classification results of ResNet-50 with augmented data after 40 rounds of training. A, Training set. B, Validation 
set.

Figure 12. Classification results of Siamese-Resnet-50 with augmented data after 40 rounds of training. A, Training set. B, 
Validation set.
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It can be seen from Figure 11 that the clus-
ter centers of different classes and the decision 
boundary between classes are very clear, and the 
distribution is ideal. The experimental results 
show that Siamese-Resnet-50 can be well qual-
ified for the screening and classification task of 
ophthalmic diseases.

Discussion

In the data enhancement method based on style 
transfer proposed in this paper, the style image 
set still needs to be manually selected, but for 
larger data sets, manual selection is not feasible. 
If we can propose an unsupervised clustering 
method to automatically gather similar images to-
gether, it will be more conducive to the selection 
of style images. 

The method based on style migration is still 
expanded on the basis of the existing data. For 
classes with extremely small data, the effect is 
still not evident. If we can further study the meth-
od based on GAN and generate various types of 
fundus photos in a controlled way, it will bring 
more far-reaching impact.

Furthermore, fundus photos are not the only 
basis for diagnosis of ophthalmic diseases, and 
multimodal data such as medical records, should 
be integrated into the diagnosis method in our 
future research.

Conclusions

This paper starts with the current situation of 
difficult prevention and treatment, sorts out the 
efforts of AI in the prevention and treatment of 
ophthalmic diseases in recent years and summa-
rizes the necessity and significance of developing 
a deep learning-based ophthalmic disease pre-
vention method. Based on the research direction 
of this paper, the introduction chapter focuses on 
the medical knowledge related to ophthalmology 
and the data augmentation methods that may be 
used to solve the data insufficiency. In addition, 
some pre-research and related work related to AI 
in ophthalmology are also introduced. Based on 
the work of many predecessors, this paper pro-
poses a model that can learn the characteristics of 
different types of fundus cameras through style 
transfer, thereby improving model performance 
and generalization ability and alleviating the da-
ta shortage. This paper introduces how to use a 

metric-based few-shot learning model, and ana-
lyzes the feasibility and necessity of using a met-
ric-based few-shot learning model for ophthalmic 
diseases. Based on the above ideas, this paper 
trains a robust ophthalmic disease classification 
model on a dataset composed of common oph-
thalmic disease image datasets, and compares it 
with the benchmark algorithm. The experimental 
results show the effect of the data augmentation 
method based on style transfer proposed in this 
paper and demonstrate the superiority of our al-
gorithm. In addition, a brand-new task screening 
and classification of multiple ophthalmic diseases 
was constructed, and a variety of metric-based 
few-shot learning models were tested into this 
task, which achieved good results.
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