Can artificial intelligence predict COVID-19 mortality?
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**Abstract. — OBJECTIVE:** COVID-19 infection rapidly spread across the globe and evolved into a pandemic. Artificial intelligence (AI) has been used to predict the spread of the virus and diagnose and treat the disease. In this study, we aimed to predict whether patients admitted to the intensive care unit (ICU) due to COVID-19 infection will result in mortality.

**PATIENTS AND METHODS:** Ninety parameters were used for each 589 ICU patient. The nine parameters with the highest effect on mortality were determined. Four hundred seventy-one patients were used to train the AI with these nine parameters. AI was tested with 118 patient data.

**RESULTS:** AI estimated mortality with 83% sensitivity, 84% specificity, 84% accuracy, and 0.81 F1 score. Therefore, the area under the curve was calculated as 0.91. The results indicate that mortality among COVID-19 patients admitted to the ICU can be predicted based on their laboratory parameters on the first day.

**CONCLUSIONS:** These findings underscore the potential benefits of utilizing AI in managing pandemics.
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**Introduction**

COVID-19 infection, initially detected in China, towards the end of 2019, rapidly spread across the globe and evolved into a pandemic. Droplets transmit this RNA virus from person to person, causing respiratory disease. This new virus has spread worldwide and turned into a pandemic. Reports indicate that the COVID-19 infection has reached many countries, surpassing 210 nations on a global scale.

Artificial intelligence (AI) technology has been used in almost all areas of pandemic management, such as the diagnosis, severity, course, treatment, drug development when quarantine should be applied to whom, which environmental factors are influential in the spread of the virus, and early prediction of the number of cases. To forecast daily trends in COVID-19 cases, a machine learning model was employed. This model utilized a dataset comprising the 30-day minimum, maximum, and average air temperature, humidity levels, wind speed, city population density, and the number of COVID-19 cases in Wuhan province, China.

The timely implementation of quarantine measures for individuals who have been in contact with confirmed or suspected COVID-19 cases, including in larger communities or settlements, could effectively mitigate the spread of the virus. For this reason, it was suggested by a group of researchers to collect travel information, rather than symptoms, with a mobile phone-based application. Furthermore, it was argued that the spread of the virus would be reduced by evaluating the risks of COVID-19 for those using the application and suggesting the quarantine of the machine learning model to people at high risk. Researchers aimed to predict the mortality probability of COVID-19-diagnosed patients, even if they were not in the intensive care unit (ICU). They employed 7 variables and successfully predicted mortality with an approximate accuracy of 85%.

Ozturk et al. developed a machine-learning model that predicts whether a chest X-ray indicates COVID-19 pneumonia. 4,352 computerized thorax tomographies were used to detect COVID-19 pneumonia with an AI model, which was successful over 90%.

AI was able to determine the risk factors of diseases, when they will occur, which pathophysiological pathway was used, and the mortality. Our aim was to assess the likelihood of mortality by analyzing age, gender, and laboratory findings obtained within the first day of intensive care unit admission. In this way, if it is possible to...
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We can reduce the mortality rate with closer observation and more rigorous treatment methods.

**Patients and Methods**

**Data Collection**

The study included a cohort of 589 patients who were admitted to the ICU and tested positive for COVID-19 using the reverse transcription polymerase chain reaction (RT-PCR) method. The study dataset consisted of various variables, including age (in years), gender, presence of chronic diseases, regular drug usage, reason for hospital admission, microbiology findings, and biochemistry laboratory parameters recorded at the time of ICU admission.

**RT-PCR Method**

COVID-19 infection was detected by analyzing the nasopharyngeal swab sample with the RT-PCR method.

**Artificial Intelligence Model**

The machine learning model was developed based on the Categorical Boosting (CatBoost) algorithm to predict COVID-19 mortality. Gradient boosting methods have demonstrated remarkable effectiveness when applied to tasks involving tabular data, making them widely utilized in machine learning to achieve state-of-the-art results. The CatBoost algorithm is specifically robust in its processing of categorical features. This situation makes it especially aligned with the used dataset. The model is built to perform a binary classification of the output class, the patient’s future health status, encoded as “0” for recovery and “1” for death.

Various implementations of gradient boosting algorithms were compared towards the selection of the model. In order to assess the average performance of the final model, a five-fold training was conducted using Extreme Gradient Boosting, CatBoost, and Light Gradient Boosting Machine. The performances of these models were comparable, with CatBoost demonstrating the best results among them.

**The Train and Test Sets**

Train and test sub-samples are randomly generated through a split dataset of 80 and 20 percent of the patients. The CatBoost model was trained on the training dataset to predict the output class from the inputted data. In order to perform feature selection to determine the feature set of the final trained model, the model is first trained with the complete feature set of 90 features. Then, feature importance values, calculated by SHAP, are used to narrow down the final feature set of 9 features. SHapley Additive exPlanations (SHAP) is a framework for interpreting predictions that provides feature importance values based on the impact of each feature on the model.

**Statistical Analysis**

Descriptive data analyses were conducted to provide comprehensive information about the study population. Analytical and visual techniques were employed to assess the distribution pattern. In order to assess the precision of the AI model in predicting mortality, a receiver operating characteristic (ROC) curve analysis was conducted. This analysis determined the area under the curve (AUC) and provided valuable information on the model’s predictive performance. Sensitivity and specificity percentages were also calculated and reported to assess the model’s ability to identify positive and negative cases correctly. Additionally, positive and negative predictive values were calculated, and the findings were presented using a confusion mortality matrix, which further illustrated the model’s predictive capabilities.

**Results**

The study included 589 patients who received treatment in the ICU. Among these patients, 294 experienced mortality, while 295 were discharged from the ICU. The average age of the patient population was 65.6 ± 15. Among the patients, 358 were male, and 231 were female. Out of the 589 patients, 118 were used as the test dataset. Out of the 90 variables in the dataset, we have identified the nine variables that exhibit the strongest association with mortality. The variables found to be the most successful in predicting mortality were estimated glomerular filtration rate (eGFR), age (year), lactate dehydrogenase U/L (LDH), procalcitonin ng/ml (PCT), high sensitive troponin I ng/L (hs troponin I), C-reactive protein mg/L (CRP), serum calcium mg/dL (Ca), lymphocyte K/μL, urea mg/dL (Figures 1,2).
standard deviation values in our study: Age 65.87 ± 14.12 years, eGFR 73.36 ± 29.88, urea 70.31 ± 52.31 mg/dL, LDH 419.42 ± 199.50 U/L, PCT 2.39 ± 8.61 ng/ml, hs troponin I 311.29 ± 1,473.58 ng/L, CRP 103.76 ± 88.41 mg/L, Ca 8.29 ± 0.73 mg/dL, and lymphocyte count 0.79 ± 0.69 U/L.

Figure 1. The SHAP feature importance chart displays the average absolute SHAP value for each feature.

Figure 2. SHAP summary plot for a sample of top features. The x-axis indicates the impact on the model (no change to change from left to right). The color is the feature value.
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In the ROC analysis of the AI model tested with 118 patients, the AUC was determined to be 0.91. The model’s specificity was 83%, sensitivity 84%, accuracy 84%, F1 score 0.81, precision 0.83, and recall 0.84 (Table I, Figure 3).

**Discussion**

Numerous medical scores have been devised to estimate the probability of patients developing severe COVID-19 infection. The purpose of these scores is to evaluate a range of factors and clinical parameters in order to assess the severity of the disease and predict potential outcomes for patients. For numerous years, the Acute Physiology and Chronic Health Evaluation II (APACHE II) score has been widely used to calculate the mortality risk of patients admitted to the ICU. This scoring system offers a standardized approach to evaluate the severity of illness and predict the likelihood of mortality in critically ill patients. While the APACHE II score is not specifically designed for evaluating COVID-19 patients, it has been widely used and proven to provide a reliable estimation of ICU mortality in various critical illness scenarios. Therefore, although not specific to COVID-19, the APACHE II score can still offer valuable insights into the prognosis and potential outcomes of patients requiring intensive care management. The clinical examination findings of the physician are also required in calculating the APACHE II score. In addition to clinical evaluation data, measurable laboratory parameters are required. In a study of 6,995 patients with COVID-19, 161 had a severe course. In predicting disease severity, a comparison was made between the APACHE II score and artificial intelligence (AI) techniques. The results indicated that AI outperformed the APACHE II score in accurately predicting the severity of critically ill patients.

The rapid escalation of COVID-19 cases, leading to a global pandemic, has necessitated the healthcare system to enhance its capacity to address the escalating demands. Health professionals have been compelled to identify cases that may progress to a severe clinical condition and augment their clinical skills accordingly. An AI model was developed with the aim of predicting the progression of acute respiratory distress syndrome (ARDS) in patients who initially presented with a mild clinical course upon their admission to the hospital. This model was trained using data from COVID-19 patients who initially presented with mild symptoms but later progressed to ARDS. Its purpose is to identify patients who are at risk of mortality and worsening of the disease. The presence of myalgia, slightly elevated alanine aminotransferase, and high hemoglobin levels were the most critical parameters predicting the development of ARDS. The AI model learned from the past clinical and laboratory information of patients with ARDS and was 70-80% successful in predicting severe cases.

Clinical assessment data can be subjective. However, this data cannot be transferred to electronic media. For this reason, it will be more objective to predict mortality with the data of our study. Therefore, the AI model in this study was as successful as medical scores, without the

<table>
<thead>
<tr>
<th>CatBoost</th>
<th>AUC (%)</th>
<th>Sensitivity (%)</th>
<th>Accuracy (%)</th>
<th>F1 score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test performance of mortality</td>
<td>0.91</td>
<td>83</td>
<td>84</td>
<td>84</td>
<td>0.81</td>
<td>0.83</td>
</tr>
</tbody>
</table>

AUC: Area under the curve.
need for personal information with age and eight laboratory data.

Limitations
There is no APACHE II score in this study's data, but many parameters are used in this score. The observational parameters in the APACHE II score are not available in our dataset. The retrospective design of the study introduces inherent constraints and limitations, which should be acknowledged as another notable limitation.

Conclusions
Newly identified viruses can quickly infect humans and become a global health problem. Unfortunately, the clinical knowledge and skills of healthcare professionals may make it difficult for them to overcome a newly identified disease. AI models can positively contribute to human life by helping to overcome this problem.
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